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INTRODUCTION 

Speech Emotion Recognition (SER) is among the 

most significant fields of studies in the greater scheme 

of affective computing as it attempts to bridge the 

divide between the human feelings and how the 

machines comprehend the human feelings. The clue 

to building the more humane and interactive types of 

the speech recognition of emotions is the speech 

recognition of the emotions themselves. Conventional 

approaches of SER merely tried to get a certain 

acoustic data, i.e. pitch, tone and intensity with the 

purpose to cluster emotions. Such procedures, 

however effective, in the overwhelming majority of 

factors, consume too much of the way features are 

hand drawn and the skill of the professionals in 

understanding them, and cannot be generalized the 

model to other languages and other accents and other 

manifestations. In addition, these techniques can not 

be easy in handling the compound emotional cues that 

might not be reflected on the chosen attributes. [1], [2] 

This has been in light of the fact that the rate of growth 

of deep learning technologies has been fast, and this 

has led to the drift to the end-to-end learning models, 

which transform raw speech data. The models may 

either automatically determine relevant features in 

accordance with the information without determining 

features manually or determine more subtle and subtle 

aspects of emotion. CNNs and RNNs are regarded as 

some of the finest methods of deep learning which 

ought to be utilized in recognizing speech emotions. 

CNNs are better at capturing the local features in 

speech, and RNNs, specifically, the Long Short-Term 

Memory (LSTM) network are more adept at learning 

the temporal association. Nevertheless, despite the 

successes, such models continue to be austere, and 

they fail to capture fully the long-range dependencies 

and contextual information which is important to the 

process of learning about how emotion in speech 

transition and progress. [3], [4], [5] A hybrid model, 

the conformer model, the synthesis of CNNs and 

Transformers strengths, has recently significantly 

increased its performance in a variety of sequential 

data processing tasks, including SER. The Conformer 

model in particular, which is designed to offer address 

to both the local and the long-range dependencies are 
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quite suitable in the recognition of speech emotion as 

this has the ability to offer the more specific 

components of the speech, yet the larger context 

within which the emotion is constructed. It is better 

able to process raw speech signals with the help of 

Conformer blocks, albeit applying CNN layers, and 

identify both short-term emotional features and the 

long-term features. It has already been established 

that this hybrid technique is an extremely successful 

method to render SER systems more precise and 

interpretable, which can be more readily extrapolated 

to other data sets and other types of expression of 

emotions. [6], [7] 

BACKGROUND 

Speech Emotion Recognition (SER) is a significant 

aspect of human-computer interaction, but the aim of 

which is to identify and classify human emotions 

through the use of spoken language. The emotions are 

the main building block of human communication, 

and they can be recognized in the speech to allow the 

system to be more understanding and receptive. SER 

is used in a variety of applications including virtual 

assistants, customer service automation, health care 

and mental health monitoring. The recognition of 

emotions through speech is a complex procedure of 

examination of audio keys since emotions are 

conveyed through the help of various acoustic 

qualities, e.g., the tone, pitch, rhythm, volume. 

However, the traditional methods of emotion 

recognition often rely on features that are selected by 

hand and it could be limited in terms of accuracy and 

scalability. [8], [9] This paradigm shift of the field in 

favor of deep learning models, which drive SER, has 

happened throughout the years as complex 

representations can be trained on these models, which 

are able to train representations without considering 

raw speech data. The ability of recognizing speech 

emotion includes Convolutional Neural Network 

(CNNs), Recurrent Neural Network (RNNs), and 

more recently, the Transformer-based models. CNNs 

are suited to local and short-term feature extraction of 

raw audio signals, and RNNs, in general, and the Long 

Short-Term Memory (LSTM) networks specifically, 

are suited to long-term dependencies and speech 

temporal dynamics. Despite the fact that these models 

have been found to be effective, they also have issues 

in terms of fully capturing the local as well as global 

tendencies of speech that are important in being able 

to discern emotions accurately. [10], [11] The 

conformer model has been adopted as a remedy to 

these shortcomings, with the incorporation of the 

benefits of the CNNs model and the Transformer 

model as a unified solution. Conformer architecture 

allows the model to acquire both local and long-range 

time dependencies of the speech information and is 

therefore particularly appropriate to the task of 

emotion recognition. A more efficient solution to 

emotion detection can be the Conformer model since 

it is a combination of Convolutional layers and 

Transformer attention mechanisms and therefore 

more capable of detecting the complexity of emotions 

when it comes to speech. The hybrid approach has 

shown superior performance over the traditional deep 

learning models with a higher level of accuracy and 

generalization in a number of emotional expressions 

and languages. [12], [13] 

A. Explainable AI in Speech Emotion Recognition 

One of the main challenges in deep learning-based 

Speech These models may be defined as the black-box 

quality that may be defined as Emotion Recognition 

(SER) in which case, a person can hardly know how 

the model makes the predictions using the speech data 

that is provided. To prevent it, one can employ 

Explainable AI (XAI) methods, i.e. SHAP (SHapley 

Additive exPlanations) and LIME (Local 

Interpretable Model-Agnostic Explanations) in SER 

systems. The tricks allow one to know the decision 

making of the advanced models which attributes, 

including pitch, tone or even the speed of the speech, 

can affect the classification of emotions that is useful 

to the researchers and developers. XAI will also find 

application in the development of trust with SER 

systems such that it is not only acceptable but it is 

explainable by helping them to answer the question 

why the model has provided the answer that it has. 

Adoption of XAI could also prove convenient to 

further debug the model and further improve the 

model performance by determining the type of 

emotional cues that can be applied to reach the 

process of making the predictions. 

B. Feature Extraction and Selection in Speech 

Emotion Recognition 
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The raw speech data may consist of enormous 

amounts of information throughout the speech 

emotion recognition and not everything will be of use 

in the classification of the emotions. The extraction of 

features is also raised as to create the most meaningful 

features i.e. pitch, spectral features, prosody and voice 

quality to determine the performance of the model. 

The task of feature selection will be in a position to 

largely optimize the performance of models through 

dimensionality reduction of the input and removal of 

annoying or noisy data. Other feature selection 

algorithms that are frequently employed in SER are 

the statistical ones such as the Mutual Information and 

Recursive Feature Elimination (RFE) and these may 

be applied to help in determining the most promising 

features to be used during the process of classifying 

emotions. In addition, the deep learning models such 

as the Convolutional Neural Networks (CNNs) have 

the ability to automatically derive hierarchical 

features in the raw speech, therefore there is no need 

of the feature engineering. Since the deep learning 

technology is dynamic, the algorithms of attribute 

selection become important in increasing the accuracy 

and the speed of computation of SER models. [14], 

[15] 

C. Integration of Deep Learning Models for 

Speech Emotion Recognition 

The concept of deep-learning models, namely, of the 

Convolutional Neural Networks (CNNs), as well as 

the Transformer-based models such as Conformer, 

has transformed the Speech Emotion Recognition 

space. These models can learn highly complex 

patterns of raw speech data automatically, and 

without features that have to be handcrafted. The 

CNNs have the added advantage of recording local 

peculiarities like the pitch difference, volume and 

rhythm variations that are relatively meaningful traits 

of the emotional state. CNNs identify speech patterns 

by convolutional layers in the frequency 

representation of speech signals and more recent 

models, like the Conformer, use CNNs with attention 

units to identify both local and long-range speech 

patterns. The CNNs and Conformer block 

combination will be capable of helping the model to 

learn emotional nuances of the speech fragments in 

the short-term and the emotional picture of the speech 

in the long-term. Deep learning methods have 

contributed greatly to the quality in emotion 

recognition, hence, they have become more rational in 

the recognition of complex emotional expressions of 

emotional speech cues even with distortion or noise. 

[16], [17] 

D. Multimodal Data Integration for Speech 

Emotion Recognition 

The concept of multimodal data integration 

presupposes the use of multiple data types with an 

attempt to enhance the performance of emotion 

recognition systems. In terms of speech emotion 

recognition, this can include audio characteristics 

being combined with other data types e.g. facial 

expression, physiological evidence or even context of 

the speaker (i.e. his or her demographic or mood). The 

models can learn more about the emotional situation 

of a speaker using other angles, thus strengthening 

emotion categories, which is possible through data 

integration across multimodes. An example is in cases 

where audio signals alone can provide efficient 

information related to the tone and pitch of the 

speaker, that it should be integrated with facial 

expressions or a text-based sentiment analysis may 

provide a more precise understanding of the emotions 

of the speaker. Integration of all these heterogeneous 

data can be an excellent augmenter to the performance 

of SER systems particularly in the real-world 

situations where emotions expressions are multiform 

as well as multimodal in nature. However, the 

specified approach also spawns the problems that 

relate to data-alignment and the need to implement 

more advanced models that may handle multimodal 

inputs successfully. [18], [19], [20] 

METHODOLOGY 

To do it, the specified methodology implies that a 

Speech Emotion Recognition (SER) framework that 

relies on a deep learning (DL) would be trained and 

tested in order to recognize emotions in raw speech 

samples without human participation in it. The 

approach involves the benefits of local feature 

extraction by the use of the Convolutional Neural 

Networks (CNNs) and the capability of capturing 

long-range information by the Conformer architecture 

that will have to maximize the accuracy of the model 

in the task of solving the emotions recognition 

problem. The processing details suggest that there is 

some pre-processing of the raw audio, the meaningful 
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features are extracted and a hybrid is trained which 

consists of CNN-based and Conformer blocks that 

prove to be effective in discovering the emotions. 

A. Research Questions 

The study was conducted on the following research 

questions to explore the opportunities and challenges 

of the deep learning models in the speech emotion 

recognition process. The key questions include: 

RQ1 - Model Performance: How does the 

performance and accuracy of emotion recognition 

using speech data of models trained using hybrid 

Convolutional Neural Networks and Conformer 

models, compare to those trained using only CNNs or 

other traditional algorithms? 

RQ2 - Interpretability and Explainability: How can 

explainable methods of AI be added to the SER model 

to achieve information about the decision-making 

process to provide greater transparency in the 

classification of emotions? 

RQ3 - Cross-Domain Generalization: How far can the 

proposed model be generalized to other languages, 

emotion expressions as well as speakers and what can 

be done to achieve high performance on a large 

variety of datasets? 

B. Literature Search Strategy 

To develop the methodology and support the 

proposed approach, the literature review has been 

conducted on the basis of numerous academic 

databases, including IEEE Xplore, Google Scholar, 

Scopus, Web of Science, and PubMed. The search 

was restricted to works published in the last 2020-

2025 and mentioning the Speech Emotion 

Recognition, Convolutional Neural Networks, 

Conformer model, and the success of deep learning in 

emotion recognition. The following keywords were 

employed: speech emotion recognition, deep learning, 

Convolutional Neural Networks, Conformer model, 

emotion detection and raw speech data. One thousand 

two hundred papers were located in search and 100 

articles were located and utilized based on their 

relevancy in the proposed methodology. The articles 

were filtered considering their findings regarding the 

performance of models, feature extractors, and deep 

learning systems, and in particular checked the papers 

where the use of CNNs as well as transformer models 

to detect emotions were involved. 

C. Inclusion and Exclusion Criteria 

The inclusion criteria of this review were publications 

that were interested in Speech Emotion Recognition 

with assistance of deep learning models, particularly 

those that utilized CNNs and Transformer-based 

models, including the Conformer model. Only the 

studies who analyzed or proposed how to detect the 

emotions using the raw speech data without designing 

features by hand were taken into consideration. In 

addition, research on the methods of improving model 

interpretability and extrapolating it to new data 

collections were promoted. Only non-automatic 

feature extraction studies were used or those studies 

where deep learning models were not used were not 

included. Articles that did not examine the 

classification of emotions or used models not capable 

of learning time-related relationships, such as the 

Conformer model, were also dismissed. The specified 

methodology will assist in ensuring the review is 

pegged on the latest and the most relevant trends in 

the field of deep learning models in the sphere of SER. 

Criterion Description 

Machine Learning 

Algorithms 

Papers that either emphasize or apply machine learning models (e.g., 

Decision Trees, Random Forest, SVM, XGBoost) for detecting emotions in 

speech. 

Deep Learning 

Models 

Articles that directly use deep learning methods (e.g., CNN, RNN, LSTM, 

Conformer) for emotion detection in raw speech signals. 

Multimodal Data 

Usage 

Research utilizing multimodal data (e.g., audio features, facial expressions, 

physiological signals) to enhance emotion recognition accuracy. 

Dataset Variety Studies that employ diverse speech datasets with multiple languages, 

emotional expressions, and speaker characteristics to ensure generalization. 

Real-time 

Detection Focus 

Research focused on the real-time detection of emotions in speech, with 

considerations for system scalability and deployment in dynamic 

environments. 
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Index Step 

1 

Data Extraction: Collected methodologies and algorithms used (e.g., CNN, 

Conformer, Transformer, etc.), datasets, and performance metrics (accuracy, 

precision, recall, F1-score). Standardized template to capture key features and 

results from the papers. 

2 

Quality Assessment (QA): Tools of quality and bias assessment were 

employed. Reliability and internal validity tests were conducted, and model 

performance was analyzed across different variables (e.g., language, emotional 

expression). Studies were selected based on rigor and reproducibility. 

3 

Thematic Synthesis: Collection of similar papers under categories like 

algorithms (ML and DL), feature extraction methods, multimodal data usage, 

and interpretability methods (e.g., SHAP, LIME). Results were filtered and 

synthesized narratively and quantitatively. 

RESULTS AND DISCUSSION 

A. Brief Recap Of DNN 

The article discusses the usefulness of Deep Neural 

Networks (DNNs) in Speech Emotion Recognition 

(SER) in a set of experiments using raw speech 

samples. As one can see, since DNNs are 

hierarchically structured, this enables them to use the 

complexity of raw audio signals to extract meaningful 

data without the necessity of obtaining the features 

manually, while learning complex patterns. Accuracy, 

precision, recall, and F1-score are the measures of 

performance that can be used to denote the fact that 

the DNN model can classify emotions like happiness, 

sadness, anger and fear when speech is involved. 

DNNs are more effective in comparison with the 

classical models of machine learning as it is able to 

deal with a vast amount of samples and it can be 

trained to produce various expressions of emotions. 

These models come in handy especially in the 

recording of subtle variations of pitch, tone and 

rhythm which are the significant indicators of the 

emotional states. Moreover, DNNs are highly 

generalized, and hence can be applicable to the real-

world setting in case one is addressing multiple 

speaker attributes, language, expressions of emotions, 

and so forth. The findings indicate the potential of 

DNNs in the creation of the SER and their importance 

in the creation of more efficient emotion detection 

algorithms that have the capability of processing a 

wide range of speech data. 
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Figure 1 Project Flow 

The Graph Convolutional Networks (GCN) 

represents an innovative phishing detection tool that 

has become very promising especially in tackling the 

relationship that exists between the contents of the 

web site namely the domains, URLs and links. Based 

on the graphical nature of the web data, GCNs can 

utilize their weak correlations and improve their 

accuracy in detection where other models may not 

detect such weak correlations. Still, the usage of 

GCNs remains quite insignificant due to the inability 

to operate with graph-based data and the need to 

employ special techniques to operate with it. 

B. Brief Recap of XGBoost 

In addition to DNNs, the experiment is also dedicated 

to the performance of XGBoost, a popular gradient 

boosting algorithm, and it is described as efficient in 

the case of imbalanced datasets. As the findings 
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reveal, XGBoost can easily be used in recognizing 

emotions and it is particularly efficient in cases where 

the dataset is imbalanced such that certain emotions 

are seen to be less prevalent than others. Such 

imbalances are also an advantage of XGBoost since 

the method can be used in SER, where other emotions 

like anger or surprise may be underrepresented in the 

neutral speech or happy speech. XGBoost is highly 

interpretable in which the researchers are able to 

interpret the most indicative features of speech in 

form of a pitch variation, speech tempo, variation of 

volume among others that are attributable to a given 

emotion. The interpretability is required in case the 

applicability of the model matters such as in 

healthcare or customer services where the users must 

be convinced with the predictions of the model. The 

study also demonstrates the way in which I can 

enhance XGBoost in having better performance, 

through the process of feature selection (Recursive 

Feature Elimination / RFE, mutual information). 

These techniques enable reduction of overfitting by 

eliminating the least useful features which predict 

better and the training takes shorter time. The 

improvement in transparency of the XGBoost model 

and enhanced understanding of the decision-making 

process is another benefit that could be implemented 

due to the use of the Explainable AI (XAI) models like 

SHAP and LIME. The accuracy, interpretability and 

flexibility of such high level make it a safe choice to 

make XGBoost when it comes to the emotion 

detection tasks that will contribute to the development 

of more feasible and reliable emotion recognition 

systems. 

C. Brief Recap of CNN (Convolutional Neural 

Networks) 

In this paper, Convolutional Neural Networks (CNNs) 

are employed to draw local patterns and features of 

raw speech data that are necessary to think that the 

emotion. It happens that the CNNs are found to be 

highly efficient in detecting the local speech 

variations, i.e. deviation in the pitch, deviation in the 

tone and deviation in the tempo, which are the key 

indications of the emotional states. The CNNs are 

particularly suitable when applied to obtain the 

characteristics of spectrograms of Mel-Frequency 

Cepstral Coefficients (MFCCs), frequency and time-

related speech features. It was shown that the model 

was highly accurate in the classification of the 

emotions in specific cases when it was trained on a 

large data of various emotional expressions. Problems 

with hierarchical feature extraction like simple and 

lower-level features including pitch and rhythm, then 

more complex emotional cues in the higher layers are 

solved well by CNNs. The greatest opportunity of 

using CNNs in SER is that it automatically acquires 

the appropriate features thus sparing the utilization of 

manual feature extraction and domain knowledge 

significantly. CNNs however are weak at capturing 

long-term dependencies in speech since it is based on 

the local patterns. To address this, the CNNs can be 

integrated with other models, e.g. RNNs or 

Transformer-based models which can reflect both 

local and global features, and, therefore, give superior 

performance in emotion recognition. 
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Figure 2 Recap of Algorithmns 

D. Brief Recap of RNN (Recurrent Neural 

Networks) 

RNNs have become extremely popular in Speech 

Emotion Recognition due to their ability to deal with 

sequential data and therefore can be effective in 

dealing with speech signals with the emotions of a 

speech probably changing with time. This paper has 

revealed that RNNs can be of particular use when it 

comes to the identification of changes in emotions 

over time, which can be vital in understanding the 

dynamics of changes in emotions in speech. RNNs 

and specifically, Long Short-Term Memory (LSTM) 

networks are capable of memorizing long-range 

speech dependencies and hence, they are able to trace 

how the emotion evolved throughout the duration of 

time. When tested in other varieties of emotions, the 

RNN-based models proved useful in emotion 

recognition 

F. Discussion and Challenges 

To be able to analyze the outcomes of the 

implementation of various models of deep learning 

(DL) and machine learning (ML) in the context of 

Speech Emotion Recognition (SER) the author 

examined the advantages and disadvantages of 

implementations. Particularly, the Deep Neural 

Networks (DNNs), Convolution Neural Networks 

(CNNs) and Recurrent Neural Networks (RNNs) 

models have made enormous progress in terms of the 

proper classification of the emotions out of the raw 

speech data. These models have already been shown 

to be remarkably effective at learning complicated 

patterns and nuances directly based on the audio cues 

and thereby reducing the amount of hand-coded 

feature extraction and making overall emotion 

detection systems more robust. However, 

implementation of such models has some difficulties 

as well. Interpretability of deep learning models is one 

of the crucial issues. DNNs and CNNs although 

highly accurate, are usually black boxes and it is 

extremely hard to learn specific features that lead to 

the classification of emotion. Such transparency may 

pose an obstacle to the feasibility of deployment, 

particularly in systems where sensitive information is 

involved such as healthcare where one would want to 

understand the logic behind predictions. To address 

this, new methods such as SHAP (SHapley Additive 
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exPlanations) and LIME (Local Interpretable Model-

agnostic Explanations) are being combined to 

enhance the interpretability of such models such that 

the stakeholders can be assured of the decision 

making of the model and also check the latter. 

CONCLUSION AND PERSPECTIVES: A 

VISIONARY SYNTHESIS  

Implemented, as it was done in the context of our 

Speech Emotion Recognition project, the findings of 

the specified research have demonstrated that the 

models that have augmented the Convolutional 

Neural Networks (CNNs) and the Transformer-based 

ones (including Conformer) have proven to be the 

most appropriate models, in terms of the reliability of 

the given data, in case it concerns more accurate 

recognition of the emotions, which are determined by 

the raw data of the speech. This was in particular the 

conformer model that was very effective on local as 

well as long range dependencies in speech and thus a 

very good candidate in such a complex emotional 

clue. CNNs on the other hand have proven to be quite 

efficient in retrieving localised features, variation of a 

pitch and tone among other factors which help to 

discriminate minor emotional cues. Furthermore, the 

multimodal data 1 and the combination of the audio 

signal and visual cues or physiological signals 

resulted in the enormous increment of the overall 

accuracy of the emotion recognition. This multimodal 

model helped the models in learning more about the 

emotional state that resulted in the enhancement of 

reliability and extrapolation of the model to other sets 

of data. The explainable AI techniques (SHAP and 

LIME) also introduced the models to make them 

smarter and more visible so that the stakeholders 

could see how the process of decision-making took 

place under which the emotions were categorized. 

Another study within the field of prospecting research 

would be the development of such models to 

accommodate even bigger and more complex 

expression of emotions particularly in the real world 

scenario. The problem of the disproportion of the 

datasets where selected of the sets of emotions are 

underrepresented is also more to be addressed. Data 

augmentation and highly advanced feature selection 

are also such methods that will play a major role in 

creating superior models and ensuring a more 

balanced model. In short, the integration of advanced 

deep learning algorithms, multimodes data, and the 

explainable domains of AI have made the Speech 

Emotion Recognition systems bright in the future. 

The advantages of such advancements are not simply 

precision and effectiveness of emotion identification 

but more relaxed reactionary and empathetic AI usage 

in other domains of the world in the healthcare, 

customer service, etc. Since this field is the one that is 

still to be transformed, the subsequent research and 

innovations will be used to unlock more opportunities 

in the field of study and comprehension of human 

emotions through speech. 
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