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ABSTRACT

Recently developed speech emotion recognition (SER) methods have placed much emphasis on the derivation of
features of acoustic data. In this paper, an alternative method is described, which shows a higher accuracy of the SER
implementation because it does not rely on any manual steps, such as feature extraction. The suggested approach is a
mixture of Conformer blocks and Convolutional Neural Networks (CNNs) which are used to predict the emotions
directly based on the audio signals. The Conformer block is used to solicit long-range dependencies and time-specific
features whereas CNN layers are good at extracting localized emotional information. In this design, detailed emotional
content is maintained since it is otherwise overlooked due to the conventional approaches and at the same time the
hierarchical depictions of emotional content are captured. The Conformer combination of time and situation data, and
the CNN layers make special attention to extracting spatial features. The model was tested on three publicly available
datasets and in more than one language and significantly improved accuracy and interpretability with the use of
emotional and temporal information. This method moves toward affective computing since it offers a more detailed
and effective analysis of the speech data.

Keywords: Affective Computing, Speech Emotion Recognition, Deep Learning, Conformer-CNN Hybrid,

Interpretability

INTRODUCTION

Speech Emotion Recognition (SER) is among the
most significant fields of studies in the greater scheme
of affective computing as it attempts to bridge the
divide between the human feelings and how the
machines comprehend the human feelings. The clue
to building the more humane and interactive types of
the speech recognition of emotions is the speech
recognition of the emotions themselves. Conventional
approaches of SER merely tried to get a certain
acoustic data, i.e. pitch, tone and intensity with the
purpose to cluster emotions. Such procedures,
however effective, in the overwhelming majority of
factors, consume too much of the way features are
hand drawn and the skill of the professionals in
understanding them, and cannot be generalized the
model to other languages and other accents and other
manifestations. In addition, these techniques can not
be easy in handling the compound emotional cues that
might not be reflected on the chosen attributes. [1], [2]
This has been in light of the fact that the rate of growth
of deep learning technologies has been fast, and this

has led to the drift to the end-to-end learning models,
which transform raw speech data. The models may
either automatically determine relevant features in
accordance with the information without determining
features manually or determine more subtle and subtle
aspects of emotion. CNNs and RNNs are regarded as
some of the finest methods of deep learning which
ought to be utilized in recognizing speech emotions.
CNNs are better at capturing the local features in
speech, and RNNs, specifically, the Long Short-Term
Memory (LSTM) network are more adept at learning
the temporal association. Nevertheless, despite the
successes, such models continue to be austere, and
they fail to capture fully the long-range dependencies
and contextual information which is important to the
process of learning about how emotion in speech
transition and progress. [3], [4], [5] A hybrid model,
the conformer model, the synthesis of CNNs and
Transformers strengths, has recently significantly
increased its performance in a variety of sequential
data processing tasks, including SER. The Conformer
model in particular, which is designed to offer address
to both the local and the long-range dependencies are
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quite suitable in the recognition of speech emotion as
this has the ability to offer the more specific
components of the speech, yet the larger context
within which the emotion is constructed. It is better
able to process raw speech signals with the help of
Conformer blocks, albeit applying CNN layers, and
identify both short-term emotional features and the
long-term features. It has already been established
that this hybrid technique is an extremely successful
method to render SER systems more precise and
interpretable, which can be more readily extrapolated
to other data sets and other types of expression of
emotions. [6], [7]

BACKGROUND

Speech Emotion Recognition (SER) is a significant
aspect of human-computer interaction, but the aim of
which is to identify and classify human emotions
through the use of spoken language. The emotions are
the main building block of human communication,
and they can be recognized in the speech to allow the
system to be more understanding and receptive. SER
is used in a variety of applications including virtual
assistants, customer service automation, health care
and mental health monitoring. The recognition of
emotions through speech is a complex procedure of
examination of audio keys since emotions are
conveyed through the help of various acoustic
gualities, e.g., the tone, pitch, rhythm, volume.
However, the traditional methods of emotion
recognition often rely on features that are selected by
hand and it could be limited in terms of accuracy and
scalability. [8], [9] This paradigm shift of the field in
favor of deep learning models, which drive SER, has
happened throughout the years as complex
representations can be trained on these models, which
are able to train representations without considering
raw speech data. The ability of recognizing speech
emotion includes Convolutional Neural Network
(CNNs), Recurrent Neural Network (RNNs), and
more recently, the Transformer-based models. CNNs
are suited to local and short-term feature extraction of
raw audio signals, and RNNs, in general, and the Long
Short-Term Memory (LSTM) networks specifically,
are suited to long-term dependencies and speech
temporal dynamics. Despite the fact that these models
have been found to be effective, they also have issues
in terms of fully capturing the local as well as global
tendencies of speech that are important in being able
el
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to discern emotions accurately. [10], [11] The
conformer model has been adopted as a remedy to
these shortcomings, with the incorporation of the
benefits of the CNNs model and the Transformer
model as a unified solution. Conformer architecture
allows the model to acquire both local and long-range
time dependencies of the speech information and is
therefore particularly appropriate to the task of
emotion recognition. A more efficient solution to
emotion detection can be the Conformer model since
it is a combination of Convolutional layers and
Transformer attention mechanisms and therefore
more capable of detecting the complexity of emotions
when it comes to speech. The hybrid approach has
shown superior performance over the traditional deep
learning models with a higher level of accuracy and
generalization in a number of emotional expressions
and languages. [12], [13]

A. Explainable Al in Speech Emotion Recognition

One of the main challenges in deep learning-based
Speech These models may be defined as the black-box
quality that may be defined as Emotion Recognition
(SER) in which case, a person can hardly know how
the model makes the predictions using the speech data
that is provided. To prevent it, one can employ
Explainable Al (XAl) methods, i.e. SHAP (SHapley
Additive  exPlanations) and LIME (Local
Interpretable Model-Agnostic Explanations) in SER
systems. The tricks allow one to know the decision
making of the advanced models which attributes,
including pitch, tone or even the speed of the speech,
can affect the classification of emotions that is useful
to the researchers and developers. XAl will also find
application in the development of trust with SER
systems such that it is not only acceptable but it is
explainable by helping them to answer the question
why the model has provided the answer that it has.
Adoption of XAl could also prove convenient to
further debug the model and further improve the
model performance by determining the type of
emotional cues that can be applied to reach the
process of making the predictions.

B. Feature Extraction and Selection in Speech
Emotion Recognition
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The raw speech data may consist of enormous
amounts of information throughout the speech
emotion recognition and not everything will be of use
in the classification of the emotions. The extraction of
features is also raised as to create the most meaningful
features i.e. pitch, spectral features, prosody and voice
quality to determine the performance of the model.
The task of feature selection will be in a position to
largely optimize the performance of models through
dimensionality reduction of the input and removal of
annoying or noisy data. Other feature selection
algorithms that are frequently employed in SER are
the statistical ones such as the Mutual Information and
Recursive Feature Elimination (RFE) and these may
be applied to help in determining the most promising
features to be used during the process of classifying
emotions. In addition, the deep learning models such
as the Convolutional Neural Networks (CNNs) have
the ability to automatically derive hierarchical
features in the raw speech, therefore there is no need
of the feature engineering. Since the deep learning
technology is dynamic, the algorithms of attribute
selection become important in increasing the accuracy
and the speed of computation of SER models. [14],
[15]

C. Integration of Deep Learning Models for
Speech Emotion Recognition

The concept of deep-learning models, namely, of the
Convolutional Neural Networks (CNNs), as well as
the Transformer-based models such as Conformer,
has transformed the Speech Emotion Recognition
space. These models can learn highly complex
patterns of raw speech data automatically, and
without features that have to be handcrafted. The
CNNs have the added advantage of recording local
peculiarities like the pitch difference, volume and
rhythm variations that are relatively meaningful traits
of the emotional state. CNNs identify speech patterns
by convolutional layers in the frequency
representation of speech signals and more recent
models, like the Conformer, use CNNs with attention
units to identify both local and long-range speech
patterns. The CNNs and Conformer block
combination will be capable of helping the model to
learn emotional nuances of the speech fragments in
the short-term and the emotional picture of the speech
in the long-term. Deep learning methods have
contributed greatly to the quality in emotion
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recognition, hence, they have become more rational in
the recognition of complex emotional expressions of
emotional speech cues even with distortion or noise.
[16], [17]

D. Multimodal Data
Emotion Recognition

Integration for Speech

The concept of multimodal data integration
presupposes the use of multiple data types with an
attempt to enhance the performance of emotion
recognition systems. In terms of speech emotion
recognition, this can include audio characteristics
being combined with other data types e.g. facial
expression, physiological evidence or even context of
the speaker (i.e. his or her demographic or mood). The
models can learn more about the emotional situation
of a speaker using other angles, thus strengthening
emotion categories, which is possible through data
integration across multimodes. An example is in cases
where audio signals alone can provide efficient
information related to the tone and pitch of the
speaker, that it should be integrated with facial
expressions or a text-based sentiment analysis may
provide a more precise understanding of the emotions
of the speaker. Integration of all these heterogeneous
data can be an excellent augmenter to the performance
of SER systems particularly in the real-world
situations where emotions expressions are multiform
as well as multimodal in nature. However, the
specified approach also spawns the problems that
relate to data-alignment and the need to implement
more advanced models that may handle multimodal
inputs successfully. [18], [19], [20]

METHODOLOGY

To do it, the specified methodology implies that a
Speech Emotion Recognition (SER) framework that
relies on a deep learning (DL) would be trained and
tested in order to recognize emotions in raw speech
samples without human participation in it. The
approach involves the benefits of local feature
extraction by the use of the Convolutional Neural
Networks (CNNs) and the capability of capturing
long-range information by the Conformer architecture
that will have to maximize the accuracy of the model
in the task of solving the emotions recognition
problem. The processing details suggest that there is
some pre-processing of the raw audio, the meaningful
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features are extracted and a hybrid is trained which
consists of CNN-based and Conformer blocks that
prove to be effective in discovering the emotions.

A. Research Questions

The study was conducted on the following research
guestions to explore the opportunities and challenges
of the deep learning models in the speech emotion
recognition process. The key questions include:

RQ1 - Model Performance: How does the
performance and accuracy of emotion recognition
using speech data of models trained using hybrid
Convolutional Neural Networks and Conformer
models, compare to those trained using only CNNs or
other traditional algorithms?

RQ2 - Interpretability and Explainability: How can
explainable methods of Al be added to the SER model
to achieve information about the decision-making
process to provide greater transparency in the
classification of emotions?

RQ3 - Cross-Domain Generalization: How far can the
proposed model be generalized to other languages,
emotion expressions as well as speakers and what can
be done to achieve high performance on a large
variety of datasets?

B. Literature Search Strategy

To develop the methodology and support the
proposed approach, the literature review has been
conducted on the basis of numerous academic
databases, including IEEE Xplore, Google Scholar,
Scopus, Web of Science, and PubMed. The search
was restricted to works published in the last 2020-

Recognition, Convolutional Neural Networks,
Conformer model, and the success of deep learning in
emotion recognition. The following keywords were
employed: speech emotion recognition, deep learning,
Convolutional Neural Networks, Conformer model,
emotion detection and raw speech data. One thousand
two hundred papers were located in search and 100
articles were located and utilized based on their
relevancy in the proposed methodology. The articles
were filtered considering their findings regarding the
performance of models, feature extractors, and deep
learning systems, and in particular checked the papers
where the use of CNNs as well as transformer models
to detect emotions were involved.

C. Inclusion and Exclusion Criteria

The inclusion criteria of this review were publications
that were interested in Speech Emotion Recognition
with assistance of deep learning models, particularly
those that utilized CNNs and Transformer-based
models, including the Conformer model. Only the
studies who analyzed or proposed how to detect the
emotions using the raw speech data without designing
features by hand were taken into consideration. In
addition, research on the methods of improving model
interpretability and extrapolating it to new data
collections were promoted. Only non-automatic
feature extraction studies were used or those studies
where deep learning models were not used were not
included. Articles that did not examine the
classification of emotions or used models not capable
of learning time-related relationships, such as the
Conformer model, were also dismissed. The specified
methodology will assist in ensuring the review is
pegged on the latest and the most relevant trends in
the field of deep learning models in the sphere of SER.

2025 and mentioning the Speech Emotion
Criterion Description
Machine Learning Papers that either emphasize or apply machine learning models (e.g.,
Algorithms Decision Trees, Random Forest, SVM, XGBoost) for detecting emotions in

speech.

Deep Learning

Articles that directly use deep learning methods (e.g., CNN, RNN, LSTM,

Models Conformer) for emotion detection in raw speech signals.
Multimodal Data | Research utilizing multimodal data (e.g., audio features, facial expressions,
Usage physiological signals) to enhance emotion recognition accuracy.

Dataset Variety

Studies that employ diverse speech datasets with multiple languages,
emotional expressions, and speaker characteristics to ensure generalization.

Real-time
Detection Focus

Research focused on the real-time detection of emotions in speech, with
considerations for system scalability and deployment in dynamic

environments.
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Index

Step

Data Extraction: Collected methodologies and algorithms used (e.g., CNN,

Conformer, Transformer, etc.), datasets, and performance metrics (accuracy,

precision, recall, F1-score). Standardized template to capture key features and
results from the papers.

Quality Assessment (QA): Tools of quality and bias assessment were
employed. Reliability and internal validity tests were conducted, and model
performance was analyzed across different variables (e.g., language, emotional
expression). Studies were selected based on rigor and reproducibility.

Thematic Synthesis: Collection of similar papers under categories like
algorithms (ML and DL), feature extraction methods, multimodal data usage,
and interpretability methods (e.g., SHAP, LIME). Results were filtered and
synthesized narratively and quantitatively.

RESULTS AND DISCUSSION
A. Brief Recap Of DNN

The article discusses the usefulness of Deep Neural
Networks (DNNs) in Speech Emotion Recognition
(SER) in a set of experiments using raw speech
samples. As one can see, since DNNs are
hierarchically structured, this enables them to use the
complexity of raw audio signals to extract meaningful
data without the necessity of obtaining the features
manually, while learning complex patterns. Accuracy,
precision, recall, and F1-score are the measures of
performance that can be used to denote the fact that
the DNN model can classify emotions like happiness,
sadness, anger and fear when speech is involved.
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DNNs are more effective in comparison with the
classical models of machine learning as it is able to
deal with a vast amount of samples and it can be
trained to produce various expressions of emotions.
These models come in handy especially in the
recording of subtle variations of pitch, tone and
rhythm which are the significant indicators of the
emotional states. Moreover, DNNs are highly
generalized, and hence can be applicable to the real-
world setting in case one is addressing multiple
speaker attributes, language, expressions of emotions,
and so forth. The findings indicate the potential of
DNNs in the creation of the SER and their importance
in the creation of more efficient emotion detection
algorithms that have the capability of processing a
wide range of speech data.
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Figure 1 Project Flow

The Graph Convolutional Networks (GCN) GCNs remains quite insignificant due to the inability

represents an innovative phishing detection tool that
has become very promising especially in tackling the
relationship that exists between the contents of the
web site namely the domains, URLs and links. Based
on the graphical nature of the web data, GCNs can
utilize their weak correlations and improve their
accuracy in detection where other models may not
detect such weak correlations. Still, the usage of
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to operate with graph-based data and the need to
employ special techniques to operate with it.

B. Brief Recap of XGBoost

In addition to DNNs, the experiment is also dedicated
to the performance of XGBoost, a popular gradient
boosting algorithm, and it is described as efficient in
the case of imbalanced datasets. As the findings
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reveal, XGBoost can easily be used in recognizing
emotions and it is particularly efficient in cases where
the dataset is imbalanced such that certain emotions
are seen to be less prevalent than others. Such
imbalances are also an advantage of XGBoost since
the method can be used in SER, where other emotions
like anger or surprise may be underrepresented in the
neutral speech or happy speech. XGBoost is highly
interpretable in which the researchers are able to
interpret the most indicative features of speech in
form of a pitch variation, speech tempo, variation of
volume among others that are attributable to a given
emotion. The interpretability is required in case the
applicability of the model matters such as in
healthcare or customer services where the users must
be convinced with the predictions of the model. The
study also demonstrates the way in which | can
enhance XGBoost in having better performance,
through the process of feature selection (Recursive
Feature Elimination / RFE, mutual information).
These techniques enable reduction of overfitting by
eliminating the least useful features which predict
better and the training takes shorter time. The
improvement in transparency of the XGBoost model
and enhanced understanding of the decision-making
process is another benefit that could be implemented
due to the use of the Explainable Al (XAl) models like
SHAP and LIME. The accuracy, interpretability and
flexibility of such high level make it a safe choice to
make XGBoost when it comes to the emotion
detection tasks that will contribute to the development
of more feasible and reliable emotion recognition
systems.
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C. Brief Recap of CNN (Convolutional Neural
Networks)

In this paper, Convolutional Neural Networks (CNNs)
are employed to draw local patterns and features of
raw speech data that are necessary to think that the
emotion. It happens that the CNNs are found to be
highly efficient in detecting the local speech
variations, i.e. deviation in the pitch, deviation in the
tone and deviation in the tempo, which are the key
indications of the emotional states. The CNNs are
particularly suitable when applied to obtain the
characteristics of spectrograms of Mel-Frequency
Cepstral Coefficients (MFCCs), frequency and time-
related speech features. It was shown that the model
was highly accurate in the classification of the
emotions in specific cases when it was trained on a
large data of various emotional expressions. Problems
with hierarchical feature extraction like simple and
lower-level features including pitch and rhythm, then
more complex emotional cues in the higher layers are
solved well by CNNs. The greatest opportunity of
using CNNs in SER is that it automatically acquires
the appropriate features thus sparing the utilization of
manual feature extraction and domain knowledge
significantly. CNNs however are weak at capturing
long-term dependencies in speech since it is based on
the local patterns. To address this, the CNNs can be
integrated with other models, e.g. RNNs or
Transformer-based models which can reflect both
local and global features, and, therefore, give superior
performance in emotion recognition.
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D. Brief Recap of RNN (Recurrent Neural
Networks)

RNNs have become extremely popular in Speech
Emotion Recognition due to their ability to deal with
sequential data and therefore can be effective in
dealing with speech signals with the emotions of a
speech probably changing with time. This paper has
revealed that RNNs can be of particular use when it
comes to the identification of changes in emotions
over time, which can be vital in understanding the
dynamics of changes in emotions in speech. RNNs
and specifically, Long Short-Term Memory (LSTM)
networks are capable of memorizing long-range
speech dependencies and hence, they are able to trace
how the emotion evolved throughout the duration of
time. When tested in other varieties of emotions, the
RNN-based models proved useful in emotion
recognition

F. Discussion and Challenges

To be able to analyze the outcomes of the
implementation of various models of deep learning
(DL) and machine learning (ML) in the context of
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Speech Emotion Recognition (SER) the author
examined the advantages and disadvantages of
implementations. Particularly, the Deep Neural
Networks (DNNs), Convolution Neural Networks
(CNNs) and Recurrent Neural Networks (RNNS)
models have made enormous progress in terms of the
proper classification of the emotions out of the raw
speech data. These models have already been shown
to be remarkably effective at learning complicated
patterns and nuances directly based on the audio cues
and thereby reducing the amount of hand-coded
feature extraction and making overall emotion
detection  systems more robust. However,
implementation of such models has some difficulties
as well. Interpretability of deep learning models is one
of the crucial issues. DNNs and CNNs although
highly accurate, are usually black boxes and it is
extremely hard to learn specific features that lead to
the classification of emotion. Such transparency may
pose an obstacle to the feasibility of deployment,
particularly in systems where sensitive information is
involved such as healthcare where one would want to
understand the logic behind predictions. To address
this, new methods such as SHAP (SHapley Additive
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exPlanations) and LIME (Local Interpretable Model-
agnostic Explanations) are being combined to
enhance the interpretability of such models such that
the stakeholders can be assured of the decision
making of the model and also check the latter.

CONCLUSION AND PERSPECTIVES: A
VISIONARY SYNTHESIS

Implemented, as it was done in the context of our
Speech Emotion Recognition project, the findings of
the specified research have demonstrated that the
models that have augmented the Convolutional
Neural Networks (CNNs) and the Transformer-based
ones (including Conformer) have proven to be the
most appropriate models, in terms of the reliability of
the given data, in case it concerns more accurate
recognition of the emotions, which are determined by
the raw data of the speech. This was in particular the
conformer model that was very effective on local as
well as long range dependencies in speech and thus a
very good candidate in such a complex emotional
clue. CNNs on the other hand have proven to be quite
efficient in retrieving localised features, variation of a
pitch and tone among other factors which help to
discriminate minor emotional cues. Furthermore, the
multimodal data 1 and the combination of the audio
signal and visual cues or physiological signals
resulted in the enormous increment of the overall
accuracy of the emotion recognition. This multimodal
model helped the models in learning more about the
emotional state that resulted in the enhancement of
reliability and extrapolation of the model to other sets
of data. The explainable Al techniques (SHAP and
LIME) also introduced the models to make them
smarter and more visible so that the stakeholders
could see how the process of decision-making took
place under which the emotions were categorized.
Another study within the field of prospecting research
would be the development of such models to
accommodate even bigger and more complex
expression of emotions particularly in the real world
scenario. The problem of the disproportion of the
datasets where selected of the sets of emotions are
underrepresented is also more to be addressed. Data
augmentation and highly advanced feature selection
are also such methods that will play a major role in
creating superior models and ensuring a more
balanced model. In short, the integration of advanced
deep learning algorithms, multimodes data, and the

1@, INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH AND TECHNDLOGY
-

explainable domains of Al have made the Speech
Emotion Recognition systems bright in the future.
The advantages of such advancements are not simply
precision and effectiveness of emotion identification
but more relaxed reactionary and empathetic Al usage
in other domains of the world in the healthcare,
customer service, etc. Since this field is the one that is
still to be transformed, the subsequent research and
innovations will be used to unlock more opportunities
in the field of study and comprehension of human
emotions through speech.

REFERENCE

1. B.T. Atmaja and A. Sasou, “Sentiment Analysis
and Emotion Recognition from Speech Using
Universal Speech Representations,” Sensors, vol.
22, no. 17, Sep. 2022, doi: 10.3390/S522176369.

2. F. Makhmudov, A. Kutlimuratov, F. Akhmedov,
M. S. Abdallah, and Y. I. Cho, “Modeling Speech
Emotion Recognition via Attention-Oriented
Parallel CNN Encoders,” Electronics
(Switzerland), vol. 11, no. 23, Dec. 2022, doi:
10.3390/ELECTRONICS11234047.

3. A.Aggarwal et al., “Two-Way Feature Extraction
for Speech Emotion Recognition Using Deep
Learning,” Sensors, vol. 22, no. 6, Mar. 2022, doi:
10.3390/522062378.

4. J.Li, X. Zhang, L. Huang, F. Li, S. Duan, and Y.
Sun, “Speech Emotion Recognition Using a Dual-
Channel Complementary Spectrogram and the
CNN-SSAE Neutral Network,” Applied Sciences
(Switzerland), vol. 12, no. 19, Oct. 2022, doi:
10.3390/APP12199518.

5. F. Eyben et al., “The Geneva Minimalistic
Acoustic Parameter Set (GeMAPS) for Voice
Research and Affective Computing,” IEEE Trans
Affect Comput, vol. 7, no. 2, pp. 190-202, Apr.
2016, doi: 10.1109/TAFFC.2015.2457417.

6. D. Ververidis and C. Kotropoulos, “Emotional
speech recognition: Resources, features, and
methods,” Speech Commun, vol. 48, no. 9, pp.
1162-1181, Sep. 2006, doi:
10.1016/J.SPECOM.2006.04.003.

7. 1. Pulatov, R. Oteniyazov, F. Makhmudov, and Y.
I. Cho, “Enhancing Speech Emotion Recognition
Using Dual Feature Extraction Encoders,”
Sensors (Basel), vol. 23, no. 14, p. 6640, Jul.
2023, doi: 10.3390/S23146640.

36|Page



8.

10.

11.

12.

13.

14.

15.

16.

1@, INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH AND TECHNDLOGY
-

S. Guru Prasad, Int. J. Sci. R. Tech., 2025 2(12), 28-37 |Review

C. Zhang and L. Xue, “Autoencoder with emotion
embedding for speech emotion recognition,”
IEEE Access, vol. 9, pp. 51231-51241, 2021, doi:
10.1109/ACCESS.2021.3069818.

M. J. Al-Dujaili and A. Ebrahimi-Moghadam,
“Speech Emotion Recognition: A Comprehensive
Survey,” Wirel Pers Commun, vol. 129, no. 4, pp.
2525-2561, Apr. 2023, doi: 10.1007/S11277-
023-10244-3.

A. S. Alluhaidan, O. Saidani, R. Jahangir, M. A.
Nauman, and O. S. Neffati, “Speech Emotion
Recognition through Hybrid Features and
Convolutional Neural Network,” Applied
Sciences (Switzerland), vol. 13, no. 8, Apr. 2023,
doi: 10.3390/APP13084750.

J. Singh, L. B. Saheer, and O. Faust, “Speech
Emotion Recognition Using Attention Model,”
Int J Environ Res Public Health, vol. 20, no. 6,
Mar. 2023, doi: 10.3390/1IJERPH20065140.

M. Rayhan Ahmed, S. Islam, A. K. M. Muzahidul
Islam, and S. Shatabda, “An ensemble 1D-CNN-
LSTM-GRU model with data augmentation for
speech emotion recognition,” Expert Syst Appl,

vol. 218, May 2023, doi:
10.1016/J.ESWA.2023.119633.
S. Upadhaya, R. Kumar, and M. Gupta,

“Enhancing Speech Emotion Recognition Using
Deep Learning Techniques,” 2024 IEEE 3rd
World Conference on Applied Intelligence and
Computing, AIC 2024, pp. 130-136, 2024, doi:
10.1109/A1C61668.2024.10731111.

“Enhancing Speech Emotion Recognition using
Deep Learning Networks on Live Calls | IEEE
Conference Publication | IEEE Xplore.”
Accessed: Dec. 12, 2025. [Online]. Available:
https://ieeexplore.ieee.org/document/10593505
G. Vennila, P. Mounica, P. L. Prasanna, P. P.
Kumar, and R. Sirisha, “Enhancing Speech
Emotion Recognition using Deep Learning
Networks on Live Calls,” 2024 5th International
Conference for Emerging Technology, INCET
2024, 2024, doi:
10.1109/INCET61516.2024.10593505.

Md. S. Hosain, Y. Sugiura, N. Yasui, and T.
Shimamura, “Deep-Learning-Based  Speech
Emotion Recognition Using Synthetic Bone-
Conducted  Speech,” Journal of Signal
Processing, vol. 27, no. 6, pp. 151-163, Nov.
2023, doi: 10.2299/JSP.27.151.

17.

18.

19.

20.

S. Chen, M. Zhang, X. Yang, Z. Zhao, T. Zou, and
X. Sun, “The impact of attention mechanisms on
speech emotion recognition,” Sensors, vol. 21,
no. 22, Nov. 2021, doi: 10.3390/S21227530.

Y. Xie, R. Liang, Z. Liang, C. Huang, C. Zou, and
B. Schuller, “Speech Emotion Classification
Using Attention-Based LSTM,” IEEE/ACM
Trans Audio Speech Lang Process, vol. 27, no.
11, pp. 1675-1685, Nov. 2019, doi:
10.1109/TASLP.2019.2925934.

S. K. Khare, V. Blanes-Vidal, E. S. Nadimi, and
U. R. Acharya, “Emotion recognition and
artificial intelligence: A systematic review
(2014-2023) and research recommendations,”
Information Fusion, vol. 102, Feb. 2024, doi:
10.1016/J.INFFUS.2023.102019.

Arjun, A. S. Rajpoot, and M. R. Panicker,
“Subject independent emotion recognition using
EEG signals employing attention driven neural
networks,” Biomed Signal Process Control, vol.
75, May 2022, doi: 10.1016/j.bspc.2022.103547.

HOW TO CITE: S. Guru Prasad*, M. Sreevani,
Enhancing Speech Emotion Recognition with Deep
Learning Techniques, Int. J. Sci. R. Tech., 2025, 2 (12),

28-37. https://doi.org/10.5281/zenodo.18126224

37|Page



